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Abstract. TheGW approximation (GWA) extends the well-known Hartree–Fock approximation
(HFA) for the self-energy (exchange potential), by replacing the bare Coulomb potentialv by the
dynamically screened potentialW , e.g.Vex = iGv is replaced by6GW = iGW . HereG is
the one-electron Green’s function. The GWA like the HFA is self-consistent, which allows for
solutions beyond perturbation theory, like say spin-density waves. In a first approximation, iGW

is a sum of a statically screened exchange potential plus a Coulomb hole (equal to the electrostatic
energy associated with the charge pushed away around a given electron). The Coulomb hole part is
larger in magnitude, but the two parts give comparable contributions to the dispersion of the quasi-
particle energy. The GWA can be said to describe anelectronic polaron(an electron surrounded by
an electronic polarization cloud), which has great similarities to the ordinary polaron (an electron
surrounded by a cloud of phonons). The dynamical screening adds new crucial features beyond
the HFA. With the GWA not only bandstructures but also spectral functions can be calculated, as
well as charge densities, momentum distributions, and total energies. We will discuss the ideas
behind the GWA, and generalizations which are necessary to improve on the rather poor GWA
satellite structures in the spectral functions. We will further extend the GWA approach to fully
describe spectroscopies like photoemission, x-ray absorption, and electron scattering. Finally we
will comment on the relation between the GWA and theories for strongly correlated electronic
systems. In collecting the material for this review, a number of new results and perspectives
became apparent, which have not been published elsewhere.
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1. Introduction

TheGW approximation (GWA) to the one-electron self-energy,6 = iGW [1, 2], has been
very successful in accounting forquasi-particle(QP) energies for a wide range of solids, as
well as for isolated atoms. An early compact review of the GWA was written by Hybertsen
and Louie [3], and recently there have been more detailed reviews [4–6]. There is no reason
to add another detailed discussion of the technical aspects, and the results obtained with the
GWA. Instead this short review focuses on the main physical ideas, and on extensions of these
ideas to spectroscopies [7–14].

At first sight the electron correlation problem for solids looks completely intractable.
The electrons are on average some Bohr radii (a0) apart, and thus have an interaction energy
of e2/a0 = 1 au (27.2 eV). This is some two orders of magnitude larger than the energy
accuracy we need for a meaningful discussion of say bandstructures or impurity levels. The
electron interactions are too large to allow a low-order perturbation treatment, and the number
of electrons is too large to allow a full calculation including all inter-electron interactions. For
some reasons which we will discuss later, one-electron mean-field descriptions can however
go a long way in accounting for important features of these strong interactions.

There is no straightforward well-controlled way to obtain good quantitative results for
correlations. We must think hard on what the essential ingredients in a specific type of
problem are, and make appropriate approximations. We then seldom have a chance to make
error estimates in a mathematical sense. Instead, progress builds on using reasonable approxi-
mations and obtaining systematic agreement with experiment. As an example, think of the
BCS theory of superconductivity. Here the effects are on the meV (≈1/30 000 au) scale or
smaller, while the absolute errors in the energies are many orders of magnitude larger. Still the
BCS theory has caught the essential features, and gives a marvellous description of (normal)
superconductivity.

For a large class of problems, the necessary starting point for treating correlation is finding
a good set of one-electron orbitals, calculated with some sort of effective field that includes
Coulomb forces self-consistently. Already the Hartree approximation correctly gives to a large
extent the important trends. The Hartree approximation however includes the large orbital self-
interactions, which are cancelled by the exchange terms in the Hartree–Fock approximation
(HFA). However, the HFA only includes correlation between electrons through the Pauli
principle, and there are no effects of correlation between electrons of opposite spin. Today,
calculations based on density functional theory (DFT) using the local density approximation
(LDA) dominate. In principle these calculations include correlation effects, but the exchange–
correlation potential is often not good enough to fully cancel the orbital self-interactions. This
has led to schemes like that of the SIC (self-interaction-corrected) local density potentials.
DFT is primarily a theory that applies to ground-state properties, but it can be extended to treat
excited states [15].

The self-energy operator6 allows us to obtain QP states, and thus bandstructure energies.
Here we will in particular concentrate on theGW approximation for the self-energy. It
resembles the HF exchange term, which is also a non-local operator. Fortunately the orbitals
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obtained with the HFA, the LDA, and the GWA are often very close [16]. Thus in many cases
one can obtain goodGW results by solving a LDA problem, and then take the expectation
value of theGW self-energy. This gives a substantial simplification both as regards numerical
evaluations and as regards the discussion of the results. The main reason behind this closeness
of the orbitals is of course that the Coulomb potential is a dominating part, and a potential
that accounts reasonably well for the orbital self-interaction effects gives good orbitals. The
6 operator, unlike the HF exchange operator, has an energy dependence which leads to a
description of correlation effects in spectroscopies like photoemission beyond the Landau QP
picture.

When we discuss solids, we find that s and p orbitals are distinctly different from d and f
orbitals; s and p orbitals on different atoms (at normal pressures) overlap substantially, while
the overlap between d and f orbitals is much smaller. In the first case the occupation numbers
of plane-wave-like states are a natural ingredient, while in the second a tight-binding picture
and occupation numbers of localized states are more relevant (cf. p 281 of [17]).

Hence one can talk of sp solids, and of df solids. The localization of the d and f orbitals
makes the correlation problem fundamentally different. For sp solids the correlation is set
by long-range charge-density (e.g. plasmon) oscillations. For df solids, the energy cost for
double occupancy is high, and it is even meaningful to exclude double occupancy—that is, to
completely freeze out the charge fluctuations. This can be done in say a Hubbard model by
letting the HubbardU approach infinity. In a half-filled one-band Hubbard model, the electrons
then cannot move at all, and the only remaining degree of freedom is the orientation of the spin
(aMott–Hubbard insulator). A classical treatment would give a definite spin-ordered pattern.
Also a quantum treatment leads to strong spin correlations, which persist at small doping.

Clearly the GWA describing long-range charge fluctuations, and a Hubbard model focusing
on local on-site correlations, which drive strong spin correlations, are two extremes. The
GWA has the advantage that it describes the charge fluctuations including details of the band-
structure, which are hard to include in a Hubbard model. Since effects of charge movement are
very strong, it is important to have a detailed description of them. In the Hubbard model the
on-site repulsion energyU is hard to estimate. Often one estimatesU by making constrained-
configuration LDA ground-state calculations.U is found to deviate by a factor of two or more
from its free-atom value, a deviation caused by charge rearrangements or screening in the
solid. An additional problem with the Hubbard model is thatU is taken as a constant, while
intuitively we expect the effectiveU to vary with the state that we are describing, particularly
if different states involve different charge distributions. An important drawback for Hubbard–
Anderson types of model is that they are parametrized, and there is no secure way to establish
the parameters. And even if we judge that our estimates of the parameters are good, we are
still limited by the very restricted form of the models.

In sp solids, correlation effects are not immediately striking, while for the df solids, they
are glaringly present. This does not mean that they are small for sp solids; it just means
that simple models can work well. Thus we can easily have correlation shifts of some 10
electron volts, but still obtain the topology of the bands and Fermi surfaces fairly well without
correlation. Still, sp systems are often called weakly, and df systems strongly correlated.

Let us recall Fermi-liquid theory. When it is valid, it concerns low-energy excitations
and low temperatures. The fundamental excitations are QPs. They have a finite lifetime,
which for small energies is very long. When Fermi-liquid theory applies, we talk of normal
systems. A small bandwidth does not necessarily mean non-Fermi-liquid behaviour. Rare-
earth compounds can have very narrow bands, and still be good metals and Fermi liquids at
low temperatures, when a coherent motion is possible. Particularly low-dimensional systems
may however not be Fermi liquids—such as Luttinger-liquid systems in 1D (and perhaps 2D),
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and the 2D electron gas in high magnetic fields (Laughlin states).
Often one talks loosely of one-electron and of correlated behaviour. Then band theory is

considered an uncorrelated one-electron theory, and correlation is taken as synonymous with
descriptions by model Hamiltonians, like those of Hubbard and Anderson. From our previous
discussions we see that this is oversimplified and misleading terminology.

One useful concept for discussing correlation effects is the one-electron Green’s function,
G. This function defines a self-energy6, and vice versa; schematically,

[E − h−6(E)]G(E) = 1

whereh is the one-electron operator which includes the kinetic energy, and the Coulomb
potential from the nuclei and from the average of the electron charge density (the Hartree
potential). G is always well defined, even for exotic states and high temperatures.G also
has a close connection to QPs, if we have a normal solid. The QPs are obtained from the
homogeneous equation

[E − h−6(E)]ψ = 0.

This equation does indeed have a one-electron form, but the operator6 has very non-trivial
correlation effects built in, and is far from a mean-field approximation.G is also closely related
to fundamental properties, like photoemission, charge and spin densities, and total energies.
Thus e.g. photoemission is, to a first approximation, given by the spectral function

A(ω) = (1/π) ImG(ω) = (1/π) Im[ω − h−6(ω)]−1

and thus related to the energy dependence of6.
The main ingredients in the GWA are the Green’s functionG, which depends on the

one-electron energies and wavefunctions, and the dynamically screened potentialW , which
depends on boson-type excitation energies and charge-fluctuation potentials (e.g. from particle–
hole pairs and plasmons). The dynamical screening is here discussed within the RPA. This
approximation has turned out to be generally very good, as illustrated by the results for the
electron–phonon problem [18].

The GWA results can be obtained in first-order perturbation theory from a model Hamil-
tonian with electrons coupled to bosons, where all parameters are extracted from the ingredients
in G andW . This fact lends itself to generalizations with similar model Hamiltonians which
can describe physics outside the range of the one-electron Green’s function, like spectro-
scopies such as photoemission, x-ray absorption, and electron scattering. Discussions of such
generalizations form an important part of this article.

2. The one-electron Green’s functionG and its spectral functionA

2.1. Some general definitions and exact relations

The one-electron Green’s function is a central quantity in many approaches to describing
electronic structure [19]. It is defined (at zero temperature) as an expectation value with
respect to the ground-state many-electron function,|N〉:
G(xt, x ′t ′) = −i〈N |T ψ(xt)ψ†(x ′t ′)|N〉

=
{
−i〈N |ψ(x)e−i(H−E(N))(t−t ′)ψ†(x ′)|N〉 t > t ′

i〈N |ψ†(x ′)ei(H−E(N))(t−t ′)ψ(x)|N〉 t < t ′.

Hereψ(xt) is the field operator,x stands for three space coordinates (r) and one spin coordinate
(ξ ), andT is the time-ordering operator. The Fourier transform with respect to time is (we use
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atomic units,e = h̄ = m = 1, and thus e.g. the energy is in Hartree units, 27.2 eV)

G(x, x ′;ω) =
∫ ∞
−∞

eiωtG(xt, x ′0) dt =
∫
C

A(x, x ′;ω′)
ω − ω′ dω′ (1)

where

A(x, x ′;ω) =
∑
s

fs(x)f
∗
s (x
′)δ(ω − εs) (2)

fs(x) =
{
〈N |ψ(x)|N + 1, s〉 for εs ≡ E(N + 1, s)− E(N) > µ

〈N − 1, s|ψ(x)|N〉 for εs ≡ E(N)− E(N − 1, s) < µ.
(3)

The contourC runs just above the real axis forω′ < µ, and just below forω′ > µ, whereµ is
the chemical potential. Introducing a complete set of orthonormal one-electron wavefunctions
{φi}, we have

Aij (ω) =
∑
s

〈i|s〉〈s|j〉δ(ω − εs). (4)

From the definition ofG it follows that∫ ∞
−∞

A(x, x ′;ω) dω = δ(x − x ′) (5)

ρ(r) = −i
∫
G(xt, xt+) dξ = charge density

E = 1

2

∑
ij

∫ µ

−∞
[ωδij + hij ]Aji(ω) dω + Vnn = total energy.

HereVnn is the energy of interaction between the bare nuclei, and

Aij (ω) =
∫
φ∗i (x)A(x, x

′)φj (x ′) dx dx ′

hij =
∫
φ∗i (x)hφj (x) dx h = −∇

2

2
+ Vnucl + VH (6)

Vnucl = −
∑
n

Zn

|r −Rn| VH =
∫
ρ(r′) dr′

|r − r′| . (7)

VH is the Hartree potential.A also gives the distribution of one-electron states:

ni = 〈N |c†
i ci |N〉 =

∫ µ

−∞
Aii(ω) dω.

With the statei being a momentum state, we obtain the momentum distribution, a key quantity
in e.g. Compton scattering. We have defined the Green’s function for the zero-temperature
case. It is straightforward to generalize the results to finite temperatures.

2.2. The self-energy6 and the quasi-particle energies

We define the self-energy6 by

G−1(x, x ′;ω) = [δ(x − x ′)(ω − h(x ′))−6(x, x ′;ω)].
From equations (1) and (2), and noting thatG−1G = 1, we have∫

[δ(x − x ′′)(ω − h(x ′′))−6(x, x ′′;ω)]
∑
s

fs(x
′′)f ∗s (x

′)
ω − εs dx ′′ = δ(x − x ′).
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Whens is a discrete level, we can take theω→ εs limit to find [1]∫
[δ(x − x ′′)(εs − h(x ′′))−6(x, x ′′; εs)]fs(x ′′) dx ′′ = 0.

In a schematic notation we have to solve the eigenvalue problem

[ε − h−6(ε)]f = 0. (8)

This is often called the Dyson equation for the QP energiesε and amplitudesf . The Dyson
equation is a single-particle equation, and reduces to the Hartree–Fock (HF) equation if we
replace the self-energy6(x, x ′;ω) by the HF exchange potentialVex(x, x ′). Both are non-
local but6 is in addition energy dependent. For energy ranges where theεs form a continuum,
6(x, x ′;ω) is also complex. Equation (8) then still has a solution with a complexε, when we
use an analytical continuation of6(ω). The real parts of the solutions to the Dyson equation
give us the bandstructures, and the imaginary parts the QP damping.

When we neglect the non-diagonal parts inG and6 we have

Gi(ω) = 1

ω − εi −6i(ω) (9)

whereεi = hii and6i = 6ii . From equation (1) we then have

Gi(ω) =
∫
C

Ai(ω
′)

ω − ω′ dω′

and

Ai(ω) = 1

π
|ImGi(ω)| = 1

π

|Im6i(ω)|
(ω − εi − Re6i(ω))2 + (Im6i(ω))2

.

We expand equation (9) forω close to the QP energyEi :

Gi(ω) = 1

ω − εi − [6i(Ei) + (ω − Ei)(∂6i(ω)/∂ω)|ω=Ei + · · ·] ≈
Zi

ω − Ei
with

Ei = εi +6i(Ei) Zi = 1

1− (∂6i(ω)/∂ω)|ω=Ei
.

The spectral function forω close toEi is then

Ai(ω) = 1

π

|ImEi ReZi + (ω − ReEi) ImZi |
(ω − ReEi)2 + (ImEi)2

.

If |ImEi | is small,Ai(ω) has a sharp Fano peak atω = ReEi of width 0i = |ImEi | and
strength|ReZi |, with the asymmetry set by ImZi . From equation (5) it follows (also when
the non-diagonal elements do not vanish) that∫ ∞

−∞
Ai(ω) dω = 1.

Even for weakly correlated systems like sp metals and valence semiconductors,|ReZi | is far
from 1, and can be say 0.6–0.8. The region outside the QP peak is called theincoherentor
satellitestructure. For sp systems it can be dominated by a fairly sharp plasmon peak.
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2.3. The spectral function and photoemission

There is a close relation between the spectral functionA and the sudden approximation for
photoemission. The exact expression for the photocurrentJk can be written in golden rule
form [20]:

Jk(ω) =
∑
s

|〈N − 1, s;k|1|N〉|2δ(εk − εs − ω). (10)

Here〈N − 1, s;k| is the final state with a photoelectron in a time-inverted scattering state
having a momentumk, and the solid in an excited states, and

1 =
∑
ij

1ij c
†
i cj

is the dipole transition operator. In the sudden approximation we take the photoelectron as
decoupled from the target:

|N − 1, s;k〉 = c†
k|N − 1, s〉. (11)

If we further neglect virtual fluctuations in the ground state|N〉 which involve the one-
particle state|k〉, we can putckc

†
i = δki and we have [19]

〈N − 1, s|ck
∑
ij

1ij c
†
i cj |N〉 =

∑
j

1kj 〈N − 1, s|cj |N〉.

From equation (4), whenω < µ we have

Aij (ω) =
∑
s

〈N − 1, s|ci |N〉〈N |c†
j |N − 1, s〉δ(ω − εs)

which leads to

Jk(ω) =
∑
ij

1kiAij (εk − ω)1jk. (12)

Keeping only the diagonal elements inAij , we have

Jk(ω) =
∑
i

|1ki |2Aii(εk − ω).

It is common also to take the dipole matrix element as constant, when estimating the photo-
emission current. For independent particles,Aij (ω) = δij δ(ω − εi), which gives the well-
known one-electron expression

Jk(ω) =
occ∑
i

|1ki |2δ(εk − εi − ω).

3. TheGW approximation to the self-energy

3.1. General expressions

As a starting point we recall the expression for the Hartree–Fock Hamiltonian. Schematically
we have

hHF = h + Vex

whereVex is the exchange potential:

Vex(x, x
′;ω) = 1

|r − r′|
i

2π

∫
eiδω′G0(x, x

′;ω′) dω′ = − 1

|r − r′|
occ∑
i

φi(x)φ
∗
i (x
′).
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The zero-order Green’s function is

G0(x, x
′;ω) =

∑
i

φi(x)φ
∗
i (x
′)

ω − εi + iδ sgn(εi − µ).

As a comparison, the Kohn–Sham andGW Hamiltonians can be written as

hKS = h + Vxc hGW = h +6GW .

Explicitly we have

6GW(x, x
′;ω) = i

2π

∫
eiδω′G(x, x ′;ω′)W(r, r′;ω − ω′) dω′. (13)

For this reason, one may also call the GWA adynamically screened approximation. However,
the description ‘dynamically screened HF’ is a misnomer, since besides the screened HF
exchange potential we also have a Coulomb hole contribution, as will be discussed shortly.
The GWA has been very successful in describing bandstructures and bandgaps, as illustrated
in figure 1 and table 1, kindly provided by Dr Eric Shirley.

Figure 1. Results for bandgaps from the GWA and from the LDA. The straight line corresponds
to perfect agreement with experiment. The data used in the figure are listed in table 1. The figure
and the data were provided by Dr Eric Shirley, 1997.
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Table 1. The data used in figure 1.

LDA GW Experiment Material Reference LDAGW Experiment Material Reference

3.9 5.5 5.48 Diamond [22–24] 2.1 3.1 3.25 cGaN [33, 34]
0.55 1.16 1.17 Si [22–24] 2.3 3.5 3.5 wGaN [33, 34]
−0.27 0.73 0.74 Ge [24] 1.82 2.55 2.39 GaP [31]

1.31 2.34 2.39 SiC [23] 0.15 1.42 1.52 GaAs [24]
1.04 2.15 2.4 Fullerite [25] −0.10 0.62 0.80 GaSb [21]
8.91 4.31 4.2 LiF [26] 3.9 5.8 6.2 wAlN [34]
4.59 8.38 8.69 KCl [27] 1.52 2.59 2.5 AlP [31]
4.74 7.79 7.77 MgO [28, 29] 1.25 2.03 2.23 AlAs [24]
6.1 9.2 9.4 LiCl [21] 1.00 1.64 1.68 AlSb [31]
7.10 11.5 11.8 CaF2 [27] 2.37 3.98 3.80 ZnS [34]
1.2 1.9 2.0 BP [29] 1.45 2.84 2.96 ZnSe [34]
4.3 6.3 6.3 cBN [29] 1.33 2.57 2.71 ZnTe [34]
3.9 5.4 5.4 hBN [30] 1.37 2.83 2.55 CdS [34]
0.57 1.44 1.42 InP [31] 0.76 2.01 1.90 CdSe [34]
−0.4 0.4 0.41 InAs [31] 0.80 1.76 1.92 CdTe [34]
−0.5 0.18 0.23 InSb [31] 2.84 5.37 5.09 LiD [27]

The dynamically screened Coulomb potential can be expressed influctuation potentials
(or oscillator strengths functions)V s(r):

W(r, r′;ω) =
∫
ε−1(r, r′′;ω)
|r′′ − r′| dr′′ = 1

|r − r′| +
∑
s

2ωsV s(r)V s(r′)
ω2 − ω2

s

. (14)

The precise definitions are

V s(r) =
∫
ρs(r′) dr′

|r − r′| ρs(r) = 〈N, s|ρop(r)|N〉 (15)

ρop(r) =
∫
ψ†(x)ψ(x) dξ ωs = E(N, s)− E(N, 0)− iδ.

When we have no magnetic fields we can choose the eigenfunctions, and thus also theV s(r),
to be real. The bare Coulomb potential in equation (14) gives the Hartree–Fock exchange term
Vex . We define polarization contributions by

6GW = Vex +6pol W = v +Wpol v(r) = 1

|r| . (16)

We define the matrix elements as

〈kl|v|mn〉 =
∫
φ∗k (x)φ

∗
l (x
′)v(r − r′)φm(x)φn(x ′) dx dx ′

V skm =
∫
φ∗k (x)V

s(r)φm(x) dx.

With these types of definition we have

〈kl|Wpol(ω)|k′l′〉 =
∑
s

2ωsV skk′V
s
ll′

ω2 − ω2
s

. (17)

The integration in equation (13) can be carried out analytically, giving [35]

6pol(x, x
′;ω) =

∑
i,s 6=0

V s(r)V s(r′)φi(x)φ∗i (x
′)

ω + ωs sgn(µ− εi)− εi . (18)
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We replaceG byG0 and obtain for the matrix elements of6pol

〈k|6pol(ω)|l〉 =
∑
i,s 6=0

V skiV
s
il

ω + ωs sgn(µ− εi)− εi . (19)

The diagonal elements

〈k|6pol(ω)|k〉 =
∑
i,s 6=0

|V ski |2
ω + ωs sgn(µ− εi)− εi (20)

only contain contributions with positive weights, while the non-diagonal elements contain
contributions with varying phases and will tend to cancel [16]. In a basis of HF orbitals we
have, neglecting the non-diagonal terms, the QP energy expression

Ek = εHFk + 〈k|6pol(Ek)|k〉.
In many cases the LDA orbitals are close to the HF orbitals, and in a basis of LDA orbitals we
can then make the approximation

Ek = εLDAk + 〈k|6(Ek)− Vxc|k〉.
That the non-diagonal terms are small was recognized early [3]. In the following we will
mainly discuss the diagonal elements of6.

The original derivation [1] took theGW approximation as the first term in an expansion
of 6 in the full Green’s function,G, and a screened potential from the exact linear response
function,W . Actual calculations have however almost always used the unperturbed Green’s
function,G0, and an RPA screened potential,W0. Estimates of the effects of self-consistency,
and of including higher-order terms, have only indicated small effects on quasi-particle
energies, sometimes making them worse [3–5]. The effects on the shape of the spectral
function are larger, but still small compared to the difference between the exact and theG0W0

results. This was demonstrated in a model calculation for the core-electron case, where the
exact solution is known [35]. This topic is discussed in more detail in section 3.3.

When we use the approximationG0W0 it is not obvious how the energy scale forG0

should be set. We allow for an arbitrary position by writing

G0(x, x
′;ω) =

∑
i

φi(x)φ
∗
i (x
′)

ω − εi −1E + iδ sgn(εi − µ) (21)

whereεi = hii . We then determine1E by demanding self-consistency at the Fermi surface:

Ek = εk + 〈k|6(Ek)|k〉 = εk +1E k = kF . (22)

From equation (18) we have

6(ω) = 60(ω −1E)
where6(ω) = 6G0W0(ω), 6

0(ω) = 6G0
0W0
(ω), andG0

0 = G0 in equation (21) for1E = 0.
Equation (22) gives

〈kF |60(εkF )|kF 〉 = 60
kF
(εkF ) = 1E.

In general we have

Ek = εk +1E +60
k (εk)−1E + (Ek − εk −1E)∂6

0
k (εk)

∂ω
+ · · ·

⇒ Ek = εk +1E +Zk[6
0
k (εk)−1E]

where

Zk =
[
1− ∂6

0
k (εk)

∂ω

]−1

.
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For the Green’s function we have

Gk(ω) = 1

ω − εk −6k(ω) =
1

ω − εk −60
k (ω −1E)

. (23)

3.2. The Coulomb hole plus screened exchange approximation; limiting cases

The non-diagonal matrix elements〈i|Vs |k〉 of the fluctuation potentialVs approach zero as
the energy difference|εi − εk| increases. If this approach is fast enough, we can neglect the
termεk − εi in the denominator of the expression for〈k|6pol(εk)|k〉 in equation (20), which
gives [36]

〈k|6pol(εk)|k〉 =
∑
i,s 6=0

sgn(µ− εi) |V
s
ki |2
ωs
= 2

occ∑
i

∑
s 6=0

|V ski |2
ωs
−
∑
i

∑
s 6=0

|V ski |2
ωs

= −
occ∑
i

〈ki|Wpol(0)|ik〉 + 1

2

∑
i

〈ki|Wpol(0)|ik〉. (24)

The first term combines with the HF exchange term to give a screened exchange (SEX) term:

−
occ∑
i

〈ki|W(0)|ik〉.

The second term is called the Coulomb hole (COH) contribution:
1

2

∫
|ψk(r)|2Wpol(r, r; 0) dr

sinceWpol(r, r; 0) is the Coulomb potential at the positionr from the charge pushed away
by the presence of an electron atr as obtained in linear response theory. The self-energy
operator is connected with the energies required to add or remove an electron, and the factor
1/2 corresponds to doing so adiabatically.

As examples of how the COH–SEX approximation works, we first consider the removal
of a core electronat the origin. In equation (24)k is a core state, and only thei = k term
gives a substantial contribution. Furthermore, the wavefunctionψk(r) is strongly localized
compared to the variation ofWpol(r, r

′; 0). In the localized limit we have

〈k|6pol(εk)|k〉 = −1

2
Wpol(0, 0; 0). (25)

SinceWpol(0, 0; 0) is a negative number, the core level is shifted upwards by the correlation
effects. In this case it would clearly be an improvement to use aW from exact linear response
theory rather thanW0. A more accurate result is obtained if we calculate the adiabatic switch-
on energy using non-linear response theory. However, the error from using a linear theory is
quite small even though the energies themselves can easily be some 10 eV [37].

Next we consider highly excitedRydberg statesof a free atom. We then consider an
unoccupied state, and drop the screened exchange term in equation (24) to obtain

〈k|6pol(εk)|k〉 = 1

2

∑
i

〈ki|Wpol(0)|ik〉

which is the expectation value of

6pol(x, x
′;ω) = δ(x − x ′)1

2
Wpol(r, r; 0).

A multipole expansion ofWpol to lowest order gives [1]

6pol(x, x
′;ω) = −δ(x − x ′) α

2r4
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whereα is the dipole polarizability. This well-known result can be obtained by a classical
derivation [38]. Again it is an improvement ifW is the exact rather than the RPA result.

Also the image potentialon an electron outside a metal surface is reproduced. The
screened exchange term in equation (24) can be dropped since the occupied wavefunctions
decay exponentially outside the surface. In equation (25)Wpol(r, r; 0) is the potential atr
from the charge pushed away in the solid by the presence of a point charge atr. From classical
electrodynamics we know that this is the image potential, i.e. we should have

Wpol(r, r; 0) = − 1

2z
(26)

if the pointr is a distancez outside the solid.Wpol(r, r; 0) gives this result already in the
approximation for the dielectric function for a system with a surface, where the polarization
functionP , Fourier transformed with respect to the coordinatesR parallel to the surface, is
taken as

P(Q, z, z′;ω) = θ(z)θ(z′)[P0(Q, z− z′;ω) + P0(Q, z + z′;ω)] (27)

with P0 being the bulk system polarization function. This expression corresponds to specular
electron reflection at the surface [39,40]. The screened potential corresponding to equation (27)
can be obtained analytically (equation (26) in reference [41]), and equation (26) follows.

Now consider the correlation effects on abandgap. For a state at the top of the valence
band the largest contributions come from statesi in the valence band, and the first (positive)
term in equation (24) dominates. For a state at the bottom of the conduction band, on the other
hand, we can drop the screened exchange term (we have an unoccupied state) and only keep
the (negative) second term. Clearly, correlation effects make the bandgap smaller than its HF
value [42].

Finally we consider an application not of the COH–SEX approximation but of the GWA
itself, namely that toelectron energy loss. The probability of decay per unit time of an electron
in a statek in an electron gas is given by the imaginary part of the self-energy

w = 2

h̄
|Im6(k, εk)| = 2e2

πh̄v

∫ ∞
0

dq

q

∫ ωmax

0
Im

[ −1

ε(q, ω)

]
dω (28)

where

h̄ωmax(k, q) = Min

[
h̄2

2m
(2kq − q2), εk − εF

]
.

If we interpret equation (28) as a sum of probabilities for different energy losses ¯hω, we obtain
the energy loss per unit time of the electron by inserting ¯hω in the integral in equation (28) [43]:

dW

dt
= 2e2

πv

∫ ∞
0

dq

q

∫ ωmax

0
Im

[ −ω
ε(q, ω)

]
dω.

Almost the same expression is obtained from linear response theory by taking the electron
as an external particle moving on a straight trajectory and calculating the work done on the
system. The only difference is thatωmax is replaced by ¯hkq/m = vq. This replacement makes
little difference except close to the Fermi surface.

It should be remarked that while the COH–SEX approximation gives a qualitatively correct
picture of the basic physics, it is often quantitatively not so accurate. In cases where we study
electrons which can be more or less considered as classical charges, like core levels and
Rydberg states, it works very well however. The COH–SEX approximation is considerably
improved if a short-ranged part is taken out first, as shown by Gygi and Baldereschi [44,45].
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3.3. Comments on the RPA,rs-expansions, and vertex corrections

The acronym RPA was used for the random-phase approximation in the Bohm–Pines theory
of 1953 for an electron gas [46]. In 1957 it was shown by Hubbard [47] that the Bohm–Pines
theory gives similar results to the diagrammatic bubble expansion for the dielectric function,
which in turn was shown by Ehrenreich and Cohen [48] in 1959 to be equivalent to the time-
dependent Hartree approximation (THA), or the Lindhard approximation [49] from 1954. The
developments of the Bohm–Pines theory are tailor-made for an electron gas, and not easily
generalizable to say an atom or a solid, while the THA is completely general. Despite this, the
RPA is used synonymously with the THA and with bubble expansion. More serious, however,
is that the RPA is often associated with the 1957 Gell-Mann and Brueckner [50] small-rs
expansion of the bubble diagrams, an expansion that is very poor for metallic densities, while
the THA on the other hand gives meaningful results at metallic densities also.

The background for this unfortunate association has to do with the celebrated success
of the Gell-Mann and Brueckner theory [50] for the electron gas correlation energy. Then it
was indeed a big achievement to identify the bubble diagrams as the most divergent terms in
the diagram expansion, and to show that their sum gave a finite result, and the dominating
correlation contribution at high electron densities. That the bubble series gives useful results
when evaluated exactly (as shown by Hubbard) and not as anrs-expansion has surprisingly not
yet fully eradicated the Gell-Mann and Brueckner picture in which the bubble diagrams are
poor at metallic densities. Part of the reason for this is that Hubbard stressed the comparatively
small difference between the Pines results for the electron gas correlation energy and the bubble
series result, rather than the much larger difference between the exact bubble (or THA) and
the bubblers-expansion results, the latter being wrong in the metallic region. Quinn and
Ferrell [51] in a well-known paper from 1958 gave theGW expression for6, but did not
recognize its usefulness beyond the case of an electron gas, and only evaluated the results as an
rs-expansion. Even in a work as late as 1962 by Quinn [43] on the range of excited electrons
in metals, where the result was calculated with the RPA dielectric function, the estimate of its
range of validity was based on the DuBois [52] 1959 discussion of thers-expansion.

To improve the THA, Hubbard went beyond the Hartree approximation by taking exchange
effects into account. This leads us to look more closely at different possibilities for evaluating
the GWA. To simplify the discussion, we limit ourselves here to the electron gas problem. We
then have the exact relations

G(k) = 1

ε − εk −6(k) 6(k) = i
∫

d4q

(2π)4
G(k − q)W(q)3(k, q)

W(q) = v(q)

ε(q)
v(q) = 4π

|q|2 ε(q) = 1− v(q)P (q)

P (q) = −2i
∫

d4q

(2π)4
G(k − q)G(k)3(k, q) 3(k, q) = 1 +

δ6(k)

δVC(q)

whereVC is the total Coulomb potential from the electron ground-state density and from
external sources. We have used the notationk = (k, ε), and suppressed the spin variables.
Clearly, the GWA comes from taking thevertex function3(k, q) = 1, i.e. neglecting the
variation in the self-energy when the Coulomb potential varies. Almost all calculations have
usedG0W0 instead ofGW , whereW0 is taken from the RPA—schematically,P = P0 = G0G0.
We will refer to this as the RPA case.

A fully self-consistent calculation with

G = (ε − εk −6)−1 6 = GW W = v(1− vGG)−1
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was carried out by Holm and von Barth [53], and by Schöne and Eguiluz [54]. The results
are very poor for the satellite region of the spectral functionA(ω). The reason for this is
that the self-consistentW turned out to be very far from the correctW , resulting in an almost
complete smoothing of the satellite structure. Also the QPs were affected, and the agreement
with experiment became worse than withG0W0. A partially self-consistent calculation with
W = v(1−vG0G0)

−1, and onlyGmade self-consistent, gave more reasonable results [55,56].
Most quantities underwent only small changes. The satellite was reduced and moved closer
to the QP peak, which is the correct trend, but the movement was not large enough. These
results for conduction electrons are in agreement with results from a similar model study of
the core-electron problem [35], where theexactsolution is known.

The effects of vertex corrections, i.e. of going fromGW to GW3, were discussed by
Mahan [57]. Mahan, as well as Del Sole, Reining, and Godby [58], and Hindgren and
Almbladh [59], mainly discussedlocal vertex corrections. One then obtains

3(q) = 1

1 +vgP0
W = W1 ≡ (1 +vgP0)v

1− v(1− g)P0
G = G0

and thus

6 = G0W2 W2 = v

1− v(1− g)P0
. (29)

Hereg is the local field factor frequently discussed in the literature. The first suggestion forg

came from Hubbard [47]:

g(q) = 1

2

q2

q2 + k2
s

.

In the LDA, g is strictly quadratic inq, g(q) = −(dvxc/dn)/v(q), instead of correctly flat-
tening out as in Hubbard’s expression. The effective screened potentialW2 is the LDA result
for the screening potential acting on an electron from a test charge, whileW1 is the screening
potential acting on a test charge from a test charge [60]. There are many calculations using
equation (29) and they all give very similar results for the QP energies. Strong support for the
G0W2 form was given by Rice [61]. He showed that a functional derivative of the total energy
for an electron gas with respect to the electron occupation number, and using Hubbard’s energy
expression corrected for exchange effects [47], gave a QP energy corresponding toG0W2.

To summarize the rather complex topic of self-consistency and vertices, we have found that
theG0W0 (RPA) approximation is consistently reasonable. Attempts to improve on it have to
be made very carefully, and one can easily obtain completely distorted results. In practice,W is
usually calculated using a THA expression but with LDA wavefunctions, sometimes including
local field factors, i.e. a TLD approximation (time-dependent LDA). TLDA calculations
recommend themselves since they have given very good phonon properties [18], and also
good plasmon dispersions in metals [62].

The limiting cases forG0W0 which we have discussed pertain to situations not connected
with the high-density limit, and still give results known to be correct. Mild changes ofG0W0

like shifting the QP energies inG0 and using a local field factor inW , like in W2, lead to
improvements. If we considerG0W0 as the first term in a perturbation expansion, we have to
proceed with utmost care when we try to estimate corrections, a situation not uncommon in
perturbation theory. An interesting possibility as regards applying perturbation theory to6 on
the basis of DFT has been presented by Farid [6].
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4. Electron–boson model Hamiltonians and fluctuation potentials

4.1. Introduction

TheG0W0 approximation has been very successful in giving good QP energies, but the results
for the spectral function have important shortcomings. This had already become clear with
the work by Langreth in 1970 [63] on core-electron photoemission in a metal where plasmon
excitations dominate. Following Lundqvist’s work from 1967 [64], Langreth studied a polaron
model:

H = εcc†c + cc†
∑
q

gq(aq + a†
q) +

∑
q

ωqa
†
qaq. (30)

Herec† creates a core electron of energyεc, anda†
q a plasmon of energyωq. The coupling

coefficient is

gq =
√
v(q)ω2

p/(2ωq) (31)

whereωp is the plasmon energy. This model allows an exact solution for the spectral function,
which can be compared with theGW result, and with perturbation expansions starting with
theGW term. The seemingly simple core-electron model Hamiltonian in equation (30) is
actually quite realistic as we will discuss in the next subsection.

Lundqvist [64] showed that theG0W0 approximation for an electron gas can be regarded
as the second-order perturbation result from a polaron model Hamiltonian similar to that in
equation (30). An interesting discussion of such a Hamiltonian was also given by Overhauser
in 1971 [65].

We introduce a model Hamiltonian, applicable not only for core electrons or the electron
gas but also for a general situation (atoms, molecules, and solids):

H = H0 + V

where

H0 =
∑
k

εkc
†
kck +

∑
s

ωsa
†
s as V =

∑
skk′

V skk′(as + a†
s )c

†
kck′ . (32)

To lowest order, the self-energy is (cf. e.g. Migdal’s work on electron–phonon couplings,
reference [66])

6kl(ω) = i

2π

∑
k′s

∫
Gk′(ω − ω′)V skk′Ds(ω

′)V sk′l dω′ (33)

with

Gk(ω) = 1

ω − εk Ds(ω) = 2ωs
ω2 − ω2

s

.

Equation (33) is identical to the polarization part of the GWA, equation (19), provided that
the coupling functionsV s

kk′ in equation (32) are identified with the fluctuation potentials in
equation (15).

In this section we will argue that the relevance of the model Hamiltonian in equation (32)
goes beyond its use in second-order perturbation theory. Its relevance for the core-electron
case was clearly demonstrated by Langreth [63], and is further elaborated on in section 4.2,
and its relevance for valence electrons is argued in section 4.3. The model is physically
appealing; it describes anelectronic polaronwith an electron coupled to density fluctuations
described as effective bosons. The model also allows us to make approximations useful for
photoemission and other spectroscopies like electron scattering [9]. For photoemission we
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show in section 5.2 how the high-energy limit corresponds to the coupling of the photoelectron
to density fluctuations. The idea of an electronic polaron has a long history; an interesting
discussion and a historical review can be found in the paper by Fowler [67].

It is difficult to directly evaluate the fluctuation potentials, since they are defined in terms
of interacting many-body states. If we on the other hand use a RPA or THA response it is
not guaranteed that the screened potential can be written in a spectral resolution form as in
equation (14), which allows the identification of the potentialsV s(r). In the RPA it can anyway
be shown that [14]

V s(r) =
∫
W(r, r′;ωs)φ̃s(r′) dr′ (34)

whereωs = εk − εl (εk > µ > εl) andφ̃s(r) = φk(r)φl(r), i.e. the states corresponds to
a particle–hole excitation. For the electron gas in the RPA there are no particle–hole pairs in
the energy region where we find the plasmons. In such a case there are additional fluctuation
potentials. They are obtained by solving the eigenvalue problem(1− vP (ω))wi = λi(ω)wi
for a givenω, and then finding the rootωi from λi(ωim) = 0. The fluctuation potential is

V im(r) =
∣∣∣∣∂λi(ω)∂ω

∣∣∣∣−1/2

wi(r;ω)
∣∣∣∣
ω=ωim

. (35)

In the electron gas case,i stands for the momentumq of a bulk plasmon excitation, and
there is only one rootm for eachq. The bulk plasmons are extended excitations where the
wavefunctions are modified by the surface, but not their energies. The surface plasmons on
the other hand are localized in the direction perpendicular to the surface. They are hence
characterized only by the momentumK parallel to the surface, while the perpendicular
momentum is undetermined. A surface plasmon of momentumK is degenerate with electron–
hole pairs of parallel momentumK, and a perpendicular momentum to give the pair the same
energy as the surface plasmon. A bulk plasmon of momentumq has on the other hand no
degenerate electron–hole pairs of momentumq until |q| is larger than a cut-off momentum
kc (in the RPA). Thus the surface plasmon eigenvalues ofλi(ωim) = 0 are complex, and the
surface plasmons are accounted for by equation (34), as are the bulk plasmons for|q| > kc.

4.2. The core-electron spectrum

Equation (30) is a special case of equation (32) with only one fermion level, i.e. the labelsk
andk′ are replaced by single labelc. The boson labelss stand for plasmon momentaq and
we haveV s

kk′ = gqδk,cδk′,cδs,q. From equation (33) we have

60
c (ω) =

i

2π

∑
q

g2
q

∫
G0
c(ω − ω′)Dq(ω′) dω′ =

∫
β(ω′) dω′

ω + ω′ − εc (36)

with

β(ω) =
∑
q

g2
qδ(ω − ωq) =

1

π

(
r3
s

12

)1/4ω2
p

ω

√
ωp

ω − ωp θ(ω − ωp) (37)

where we have used the simple plasmon dispersionωq = ωp + q2/2 [20]. From equation (36)
we have

Im60
c (ω) = πβ(εc − ω) β(ω) = 1

π
Im60

c (εc − ω). (38)
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The GWA spectral function is (cf. equation (23))

Ac(ω) = 1

π

Im60
c (ω −1E)

(ω − εc − Re60
c (ω −1E))2 + (Im60

c (ω −1E))2

= β(Ec − ω)
(ω − εc − Re60

c (ω −1E))2 + π2β2(Ec − ω) .

Ac(ω) has a broad satellite peak starting atω = εc − ωp and extending toω = −∞. At the
QP energy Im60

c is infinitesimal andAc(ω) has a peak,δ(ω − εc − Re60
c (ω − 1E)). The

QP energyEc follows fromEc − εc − Re60
c (Ec −1E) = 0, i.e.Ec = εc +1E, where

1E = Re60
c (εc) =

∫
β(ω) dω

ω
.

The strength of the QP peak is

ZGW = 1

1− ∂ Re60
c (ω −1E)/∂ω

∣∣∣∣
ω=Ec
=
[
1 +

∫
β(ω)

ω2
dω

]−1

.

The spectral function corresponding to the simple model Hamiltonian in equation (30)
can be calculated exactly by a canonical transformation which removes the linear term in the
boson operators [63]. With this Hamiltonian, the core-electron Green’s function is

Gc(t) = i〈90|c†ei(H−E0)t c|90〉θ(−t). (39)

The core-electron terms can easily be eliminated, giving

Gc(t) = ie−iεct θ(−t)
∑
n

eiE∗n t |〈n∗|0〉|2 (40)

where|0〉 is the ground state of the Hamiltonian

Hbos =
∑
q

ωqa
†
qaq

and|n∗〉 is an eigenstate ofH ∗bos with energyE∗n:

H ∗bos = Hbos +
∑
q

gq(aq + a†
q) =

∑
q

[
ωq ã

†
q ãq −

g2
q

ωq

]
ãq = aq − gq

ωq
.

Using the relation between the eigenstates|n∗〉 of H ∗bos and|n〉 of Hbos , we obtain

|n〉 = e−S |n∗〉 S =
∑
q

gq

ωq
(a†
q − aq). (41)

Some algebra gives∑
n

eiE∗n t |〈n∗|0〉|2 = exp

{
−i1E t +

∑
q

g2
q

ω2
q

(eiωq t − 1)

}
1E =

∑
q

g2
q

ωq
. (42)

To obtainGc(ω) andAc(ω), we Fourier transformGc(t) to obtain

Gc(ω) = i
∫ 0

−∞
ei(ω−εc−1E)t exp

{∑
q

g2
q

ω2
q

(eiωq t − 1)

}
dt.

With Ec = εc +1E and

Z = exp

{
−
∑
q

g2
q

ω2
q

}
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and making a Taylor expansion of the exponent we have

Gc(ω) = iZ
∫ 0

−∞
ei(ω−Ec)t exp

{∑
q

g2
q

ω2
q

eiωq t

}
dt

= Z
{

1

ω − Ec +
∑
q

g2
q

ω2
q

1

ω − Ec + ωq
+ · · ·

}
.

This exact solution forGc(ω) gives a spectral function

Ac = (1/π) ImGc(ω)

(cf. equation (37)):

Ac(ω) = Z
[
δ(ω − Ec) +

β(Ec − ω)
(ω − Ec)2 + · · ·

]
which has a QP peak of strengthZ plus a series of satellites, the first starting atω = Ec −ωp,
the second starting atω = Ec − 2ωp, etc. The GWA result is

AGWc (ω) = ZGWδ(ω − Ec) +
β(Ec − ω)

(ω − εc − Re60
c (ω −1E))2 + π2β2(Ec − ω) . (43)

Remarkably the QP energies are identical, and theZ-values are fairly similar—namely,
ZGW = [1 + n]−1 as compared toZ = e−n, where

n =
∑
q

g2
q/ω

2
q =

∫
β(ω)/ω2 dω. (44)

The quantityn is the mean number of shake-up plasmons and has the valuen = 0.201r3/4
s

in our simple plasmon model [20]. In the metallic density region whenrs varies from say
rs = 2 (for Al) to rs = 4 (for Na),n goes from 0.34 to 0.57, andZ from 0.71 to 0.57. The
strength in the satellite structure is substantial; it varies from 0.29 to 0.43 (the spectral function
A is normalized to 1). The weakly correlated ‘simple’ metals thus actually have substantial
correlation effects!

While the QP energy comes out exactly and the QP strength is reasonable in the GWA,
the satellite structure consists of only one peak instead of a series of peaks; see figure 2. The

Figure 2. Comparison of the first order or the GWA (dotted line) and the exact (full line) results
for the core-electron spectral function as obtained from the model Hamiltonian in equation (30). In
this model the quasi-particle peak is a delta function. The dashed curve indicates a more realistic
form of the QP peak. The results are forrs = 4. From reference [68].
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centre of gravity of the spectrum remains at the unshifted core-electron energy∫
ωAc(ω) dω = εc

both in the GWA and in the exact solution [20].
When the correlation effects are small, i.e. whenβ is small, thenAGWc agrees withAc. The

high density of states for plasmons at smallq-values causesβ to have a square-root singularity
at the onset of the satellite structure, and theβ2-term in the denominator ofAGWc shifts the
satellite peak fromEc − ωp to something more likeEc − 2ωp. With the built-in limitation
of the GWA that there is only one satellite peak, this peak actually represents the many-peak
structure of the exact solution fairly well (figure 2).

From equation (39) forGc(t), we can obtainAc(ω) as

Ac(ω) = 1

π
Im 〈90|c† 1

ω +H − E0 − iδ
c|90〉

= 〈90|c†δ(ω +H − E0)c|90〉 =
∑
n

|〈n∗|0〉|2δ(ω +E∗n − E0). (45)

Using equation (42) we find the following expression forAc(ω) (E0 = εc):

Ac(ω) = 1

2π

∫ ∞
−∞

dt ei(ω−εc)t exp

{∫
β(ω′)

(eiω′t − iω′t − 1)

(ω′)2
dω′

}
(46)

which turns out to be valid also for the much more general Hamiltonian(see references [63]
and [20])

H = Hv + εcc
†c + V cc† (47)

provided thatβ(ω) is properly defined. Here the core electrons still enter in a simple way,
and we still only need to consider two valence-electron Hamiltonians, one when the core-
electron level is occupied,Hv, and one when it is empty,Hv +V . Hv includes all inter-electron
interactions, whileV is an attractive one-electron potential between the core hole and the
valence electrons:

V =
N∑
i=1

w(ri ).

If we neglect the usually small valence–core exchange term, then

w(r) = −
∫
|r − r′|−1ρc(r

′) dr′

and if we use pseudopotentials,w(r) is the difference between the (unscreened) potentials of
an ion with a core hole and one without. The exact strength functionβ(ω) can be expanded in
powers ofw, the lowest-order term being

β(ω) =
∑
s

|Ws(0)|2δ(ω − ωs) (48)

whereWs(r) is

Ws(r) =
∫
w(r)ρs(r) dr.

This result is a simple reformulation of equation (146) in reference [20] using the fluctuation
densityρs(r), defined in equation (15). To make contact with the electron gas case that we
just discussed, we use the plasmon-fluctuation potential in equation (35) (i = q):

Vq =
√
vqω2

p/(2ωq) exp(iq · r)
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which allows us to extract

ρq =
√
ω2
p/(2vqωq) exp(iq · r)

andWq:

Wq(r) =
√
w2
qω

2
p

2vqωq
eiq·r

If we further take the core-electron charge densityρc(r) as a delta function, and use a bare
Coulomb potential in the expression forw(r), we reproduce equations (31) and (37).

Our results show that for the calculation of the core-electron spectral function to O(w2) in
an exponential (cumulant) expression on the level of approximation given in equation (47), we
can use the electron–boson model Hamiltonian in equation (32) withWs(r) instead ofVs(r).
If we do not use pseudopotentials and neglect valence–core exchange, the two potentials are
equal,Ws(r) = Vs(r) (cf. reference [20]). In particular, our results show that the electron–hole
pairs described by the fluctuation potential in equation (34) can be included, and will produce
the MND singular QP line shape (MND stands for Mahan–Nozieres–de Dominicis, see [69],
section 8.3 D). The core-electron satellites are thus given by an exponential expression which
looks very different from theGW expression, or improvements of it via low-order expansions
in W .

Expanding to second order inW , we have [35]

6(ε) =
∫ ∞

0
G(ε + ω)β(ω) dω

+
∫ ∞

0

∫ ∞
0
G(ε + ω)G(ε + ω + ω′)G(ε + ω′)β(ω)β(ω′) dω dω′ (49)

whereG(ω) = [ω − 6(ω)]−1, andβ(ω) is the function given in equation (37), which is
proportional to ImW . We see that equation (49) reduces to equation (36) (withεc = 0) if we
keep only the first term in equation (49), and replaceG(ω) = [ω−6(ω)]−1 byG0(ω) = ω−1.
The exact result for the spectral functionA(ω) = (1/π) ImG(ω) is compared with that
from G0W0 in figure 3, with that fromGW0 using only the first term (self-consistently) in
equation (49) in figure 4, and with that fromGW0GW0G using both terms (self-consistently)
in equation (49) in figure 5. Clearly, going fromG0W0 toGW0 makes only a slight change,
while going to second order inW0 gives a fairly good result. We have used a modelβ-function
with the fairly small asymmetry index of 0.1. The higher satellites are not shown in the figures.
These results indicate that a (self-consistent) expansion inW0 may work. Computationally,
such an expansion is however much more difficult to handle than the exponential expression.

4.3. Valence-electron spectra

The exponential expressions (48), (46) for the core-electron case can also be obtained by
summing the diagrams where we have only one fermion line dressed by all possible emissions
and reabsorptions of bosons; see figure 6. It is then reasonable to also approximate the valence-
electron Green’s function by summing the same set of diagrams. The summation however
cannot be done exactly, since the electrons recoil when emitting or absorbing a boson, which
mixes Green’s functions with different momenta, and thus also mixes electrons and holes. One
can obtain an approximation for the valence-hole Green’s function in the same spirit as for the
core-hole one by:

(a) Neglecting processes where the hole is converted to an electron, i.e. always taking

np+q1+q2+··· = 1.
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Figure 3. Comparison between the GWA as obtained from the first term in equation (49), and the
exact solution for a model core-electron spectrum. Only the first plasmon satellite is shown. From
reference [35].

(b) Replacing the multiparticle recoil denominator:

εp+q1+q2−··· + ωq1 + ωq2 + · · · → εp +
∑
i

(εp+qi − εp + ωqi ).

The valence-electron diagram series is then identical to the core diagram series, except
that the boson dispersion is changed fromωq to εp+q − εp + ωq. Condition (b) means that
all qiqj -terms are neglected compared to thep2- andpqi-terms. These approximations give
a βk-function to use in equation (46), which is formally similar to the core-electron one;
cf. equation (38):

βk(ω) = 1

π
Im6(k, εk − ω)θ(µ− εk + ω). (50)

Since Im6 has a sharp onset of the plasmon structure, equation (50) will give a set of plasmon
peaks much as for the core-electron case.

Approximation (b) was used by McMullen and Bergersen [70] in 1974 in discussing high-
energy electrons, where it is certainly justified. The possibility of using approximations (a)
and (b) for hole propagation in metals and plasmon losses was discussed in reference [7].
In particular, it was found that they should apply for smallk and high electron densities,
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Figure 4. Comparison between the self-consistent result obtained using the first term in
equation (49), and the exact solution for a model core-electron spectrum. Only the first plasmon
satellite is shown. From reference [35].

thus establishing that it was possible to have a series of plasmon losses in the valence-
electron case also. The same result was obtained by Almbladh and Hedin [20] without
using diagram expansions by iterating the equation of motion forG(k, t) starting from
G0(k, t) = i exp(−iEkt)θ(−t). This was also obtained in reference [71] from a cumulant
expansion. The cumulant treatment has the advantage of being more streamlined, and allowing
higher-order terms to be calculated in a straightforward way. The contributions beyond the
lowest order discussed here are however cumbersome to handle; there were 656 terms in the
next order which were evaluated by a computer program. The calculations in reference [71]
were for a different problem to that considered here, where the couplings are much stronger
than in metals; the mean number of bosonsn̄ was 1 or larger. Still, the indications are that
the first-order term gives a reasonable approximation. The electronic polaron model probably
should not be taken beyond the lowest-order diagram since the bosons are assumed to represent
all screened interactions and the next order includes terms with an electron–hole bubble, which
represents double counting. Also higher-order exchange diagrams are missing in the polaron
model. Early discussions of an exponential expression were given by Doniach in 1970 [72]
and by M̈uller-Hartmann, Ramakrishnan, and Toulouse [73] who investigated the threshold
singularity. In reference [73] there was also a discussion of the representation of particle–hole
excitations by effective bosons.
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Figure 5. Comparison between the self-consistent result obtained using both terms in equation (49),
and the exact solution for a model core-electron spectrum. Only the first plasmon satellite is shown.
From reference [35].

c c


Figure 6. The diagram expansion for the core-electron Green’s function. From reference [7].

In a recent work [10] the exponential expression was evaluated for some real systems
usinga priori bandstructure calculations, and it was also shown that the satellite structure
is closely related to the electron energy-loss function. In figure 7 the spectral function for
Na metal obtained from the exponential expression is compared with theGW result for
k = (2π/a)[1, 1, 1/2]. We note the large displacement to smaller binding energies of theGW

satellite peak, and the structure in the satellite peak due to bandstructure effects. Experimental
results clearly favour a satellite structure much closer to the exponential than to the GWA
results. It is also clear, both from numerical results in reference [10] and from analytic model
calculations in reference [7] that the QP line shape is barely changed when going from the
GWA to the exponential expression.
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Figure 7. The spectral function for Na withk = (2π/a)[1, 1, 1/2]. The solid and dashed lines
correspond to the cumulant expansion and the GWA respectively. From reference [10].

5. Photoemission theory beyond the sudden approximation

5.1. General aspects

In equation (10) we give the general expression for the photocurrent. The exact final state is
however not the sudden approximationc†

k|N − 1, s〉 given in equation (11), but

|N − 1, s;k〉 =
[
1 +

1

E −H − iη
(H − E)

]
c

†
k|N − 1, s〉. (51)

The additional term includes the processes in which the photoelectron scatters on its way
out of the solid. The first description of this effect was given by Berglund and Spicer in
1964 [74]. They argued that photoemission was a three-step process: (1) photoexcitation; (2)
transport to the surface, and (3) passage through the surface. In steps (2) and (3) the electron
could scatter and lose energy. If the photoexcitation created an energy distributionA(ω), the
photocurrent should simply be the convolution ofA(ω) with the loss probabilities from steps
(2) and (3). This description is certainly correct at high enough electron energies. The problem
is that most measurements are made at energies where the electron mean free path is only say
5–20 Å. Equation (51) shows that we have to add amplitudes for the direct process (the one
in the sudden approximation) and the loss process, and we expect quantum interferences. To
analyse this problem we will use the electron–boson model Hamiltonian in equation (32),
and we will limit ourselves to core-electron photoemission. We will also discuss why it is
reasonable to use this Hamiltonian for photoemission by analysing the high-energy limit. First
however we give a few elementary comments.
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The final state|N − 1, s;k〉 is an eigenstate of the full HamiltonianH including the
couplings between the photoelectron and the solid. We may think of the sudden approximation
statec†

k|N −1, s〉 as an eigenstate of some HamiltonianH0 where these couplings are left out.
Due to the identity of the photoelectron and the electrons in the target, we cannot however write
down an explicit form forH0. If we make approximations such that we can writeH = H0 +V ,
wherec†

k|N − 1, s〉 is an eigenfunction ofH0 with eigenvalueE, then we can replaceH −E
in equation (51) byV to obtain the usual Lippmann–Schwinger expression. The final states
|N − 1, s;k〉 in the photoemission problem are the same as in electron scattering except for
time inversion. Thus a scattering process with an incoming electronk, and a set of scattered
electronsk′, on time inversion has incoming waves−k′ and one outgoing wave−k. In core-
electron photoemission the statec†

k|N−1, s〉 has a photoelectronk, plus a core hole, and some
excitations of the valence electrons described by the indexs. The Berglund–Spicer primary
energy distributionAc(ω) comes from resolving the initial state for the valence electrons|0〉
into eigenstates|n∗〉 of the Hamiltonian with a core hole; cf. equation (40). One talks about
shake-upor intrinsic losses, as compared to theextrinsic lossesof the electron on its way
out. For threshold photon energy there are no losses; by energy conservation we must have a
zero-energy photoelectron, and the solid in its ground state. At very high energies the extrinsic
scattering rates go to zero, but at the same time the mean free path goes to infinity. The result is
that the intensity ratio of the electrons in the satellite relative to that in the main QP peak goes
to a constant value. In the high-energy limit the intrinsic and extrinsic contributions to the ratio
are additive, being 1 for the extrinsic and 1− Z for the intrinsic parts. The sudden approx-
imation gives a current proportional to the volume of the solid, which of course is unphysical.
Even if we divide out the volume factor, the relative intensities are wrong at any photon energy.
The reason that the spectral function is commonly used to interpret photoemission experiments
is the interest in QP energies, where the photon energy dependence of the satellite structure
does not matter. If however we are interested in the satellite structure—it is crucial e.g. for
strongly correlated systems—or in line shapes of QPs, we must go beyond the one-electron
spectral function.

5.2. Photoemission in the high-energy limit and fluctuation potentials

In the high-energy limit we can rewrite the photoemission expression to identify a potential
V which couples the photoelectron to the electrons in the solid, and we find that the coupling
functions are fluctuation potentials. This leads us to introduce the model Hamiltonian
in equation (32) to describe the photoemission process. Our presentation here builds on
appendix A in reference [14].

Chew and Low [75] observed that one could write the final state as

|N − 1, s;k〉 = c†
k|N − 1, s〉 + 1

E −H − iη
VCL|N − 1, s〉

where

VCL = [H, c†
k] − εkc†

k.

Evaluating the commutator we have

[H, c†
k] =

∑
k1

c
†
k1
h0
k1k

+
1

2

∑
k1k2k3

〈k1k2||v||kk3〉c†
k1
c

†
k2
ck3

whereh0 = −∇2/2 +Vnucl and where〈k1k2||v||kk3〉 is an antisymmetrized Coulomb matrix
element. We add and subtract a term∑

k1k2k3

c
†
k1
〈k1k2||v||kk3〉〈N − 1, s|c†

k2
ck3|N − 1, s〉
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and choose the one-electron basis to diagonalize the HF-like one-electron Hamiltonian

h0
k1k

+
∑
k2k3

〈k1k2||v||kk3〉〈N − 1, s|c†
k2
ck3|N − 1, s〉.

We consider a finite solid, and the continuum states are thus scattering states with free-electron
energiesεk. Theεkc

†
k terms inVCL then cancel, and we have

VCL =
∑
k1k2k3

c
†
k1
〈k1k2||v||kk3〉

(
1

2
c

†
k2
ck3 − 〈N − 1, s|c†

k2
ck3|N − 1, s〉

)
.

We now discuss which the dominating terms are when the photoelectron has a high energy.
In the last termthe statesk2 andk3 must have limited energies, since the state|N − 1, s〉

has a limited range of virtual one-electron energies. Furthermore,k1 must have a large energy;
otherwise the matrix element〈k1k2||v||kk3〉 becomes small.

In the first termck3 must have a limited energy since it works on|N − 1, s〉. Thus one
of k1 andk2 must have a limited energy, and one a high energy (sincek has a high energy);
otherwise the matrix element〈k1k2||v||kk3〉 becomes small. The first term is symmetric in
k1 andk2, and we can thus choosek1 to have a high energy, and omit the factor 1/2.

We denote states with a high energy byk and with a limited energy byl, and have

VCL
∼=
∑
k1l1l2

c
†
k1
〈k1l1||v||kl2〉(c†

l1
cl2 − 〈N − 1, s|c†

l1
cl2|N − 1, s〉).

Again utilizing the properties of the Coulomb matrix elements, we can write (where we have
dropped the small exchange part in the antisymmetrized Coulomb matrix element)

|N − 1, s;k〉 =
[
1 +

1

E −H − iη
V

]
c

†
k|N − 1, s〉 (52)

where

V =
f ast∑
k1k2

slow∑
l1l2

c
†
k1
ck2〈k1l1|v|k2l2〉[c†

l1
cl2 − 〈N − 1, s|c†

l1
cl2|N − 1, s〉]. (53)

We can writeV in terms of the density operator

ρ(r) =
∑
l1l2

ψ∗l1(r)ψl2(r)c
†
l1
cl2

and have

V =
f ast∑
k1k2

c
†
k1
ck2

∫
ψ∗k1

(r)v(r − r′)(ρ(r′)− 〈ρ(r′)〉)ψk2(r) dr dr′. (54)

We now have the expected result:at high energies we can treat the photoelectron as a
distinguishable particle interacting with the density fluctuations of the target system.

We will now simplify the full Hamiltonian by omitting terms which do not contribute to
the photocurrent in the high-energy limit. First we divide the one-electron states intol-states,
which are sufficient to describe the correlations of the many-body states|N − 1, s〉, and the
remaining states, thek-states. Onlyk-states in a limited energy range below the maximum
possible photoelectronk-value will enter. We can drop terms containing Coulomb interactions
with one or threek-states, since the Coulomb integrals involved are small. We can also drop
Coulomb interactions with fourk-states since they do not contribute whenH operates on
V c

†
k|N − 1, s〉. The only Coulomb terms left are

V =
∑
k1k2

∑
l1l2

〈k1l1||v||k2l2〉c†
k1
ck2c

†
l1
cl2.
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This leaves us with a Hamiltonian

H = Hs + h + V (55)

whereHs describes the solid with all of the electron–electron interactions (onlyl-states),
h = h0 + V HF describes the photoelectron (onlyk-states), andV (equation (54)) is the
interaction between the photoelectron and the solid. Thus in a perturbation expansion of
equation (52) we can work with eigenstates ofHs + h, which form a product basis,|s ′〉|k′〉,
where for simplicity we have written|s ′〉 for |N−1, s ′〉. The interactionV can then be written
as

V =
∑
k1k2

∑
s1s2

∫
〈k1|V s1s2|k2〉|s1〉〈s2|c†

k1
ck2

where

V
s1s2
(r) =

∫
v(r − r′)〈s1|ρ(r′)− 〈ρ(r′)〉|s2〉 dr′. (56)

In an extended system we may think of an excited state|s ′〉 as having a finite number of
extended boson-type excitations. Since each boson excitation only changes the charge density
by a term proportional to (volume)−1, we take〈s ′|ρ(r)|s ′〉 = 〈0|ρ(r)|0〉, for all s ′. In a one-
electron theory the charge-density operatorρ(r) creates electron–hole pairs, and〈s ′|ρ(r)|s ′′〉
is then different from zero only when the states ′ contains one more or one less electron–hole
pair, sayt , than we have ins ′′. With a finite number of pairs we can replace〈s ′|ρ(r)|s ′′〉 by
〈t |ρ(r)|0〉 or 〈0|ρ(r)|t〉. The charge fluctuations〈t |ρ(r)|0〉 determine the charge-fluctuation
potentials; equation (15). We represent|s1〉〈s2| by a†

s whens1 has one bosons more thans2,
and byas when it has one less, andHs by a boson Hamiltonian. With these approximations
we arrive at the model HamiltonianH in equation (32). We note that all bosons and couplings
refer to the final state.

5.3. Core-electron photoemission in metals

The presentation in this subsection builds on the work in reference [14]. With our model
Hamiltonian in equation (32) we can write the photoemission current as

Jk(ω) =
∑
s

|τs(k)|2δ
(
ω − εk −

∑
ν

ωνnν(s)

)
(57)

with

τs(k) = 〈N − 1, s|ck
[
1 +V

1

E −H + iη

]∑
ij

1ij c
†
i cj |N, 0〉. (58)

We have shifted the energy scale forω to remove the large core-electron binding energyεc,
such that the maximum energy of the photoelectron isω. The indexs specifies the occupation
numbernν(s) for the bosonν. The operatorcj in equation (58) annihilates the core electron
c. The core electrons are then out of the picture. Going over to a product representation for
the eigenstates ofH0 in equation (32), we have

τs(k) = 〈k|〈s∗|
[
1 +V

1

E −H + iη

]
|0〉

unocc∑
k′
|k′〉〈k′|1|c〉 (59)

where|0〉 is the ground state for the valence electrons in the initial state, i.e. with no core hole
present, and|s∗〉 is an eigenstate for the valence electrons in the final state, i.e. with a core
hole present. We have specified the labeli ask′. Neglecting the restriction ‘unocc’ on the sum
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k′ |k′〉〈k′|, which is exact for higher photoelectron energies, we can replace it by a delta

function, and have the compact expression

τs(k) = 〈k|〈s∗|
[
1 +V

1

E −H + iη

]
|0〉1|c〉 = τ 1

s (k) + τ 2
s (k).

Hereτ 1
s (k) = 〈k|1|c〉〈s∗|0〉 is the sudden-approximation result that we discussed earlier. In

particular we noticed that it was unrealistic since it gave a current proportional to the volume of
the system. One expects the state|k〉 to be damped inside the solid giving a current proportional
to the radiated surface area. This effect plus the effects from extrinsic scattering must come
from theτ 2

s (k) term.
To obtain the damped photoelectron states we carry out a partial summation inV using

Feshbach’s projection operator technique [76] withP = |s∗〉〈s∗| andQ = 1−P , which gives
[8, 14]

τs(k) = 〈k̃|〈s∗|
[
1 +V

1

E −QHQ + iη

]
|0〉1|c〉

where

〈k̃| = 〈k| iη

εk − h− P6P + iη
P6P = PV 1

E −QHQ + iη
V P

and〈k̃| is the damped state. Using the transformation operatorS defined by equation (41), we
arrive at the compact result

τs(k) = 〈k̃|Ts1|c〉 Ts = 〈s∗|
[
1 +V

1

E −QHQ + iη

]
e−S |0∗〉. (60)

Comparing with equation (45), we find that it agrees, apart from the dipole matrix element,
when we putV = 0.

The lowest-order result obtained from these equations for a final state having one boson
ν is

Tν = V νG(εk + ων)− V
ν
cc

ων
(61)

where

G(ω) = 1

ω − h−6(ω) 6(r, r′;ω) =
∑
ν

V ν(r)
1

ω − h− ων + iη
V ν(r′).

The self-energy6 is the particle part in theGW expression; i.e. its imaginary part is the same
whenω > µ, but the real part is slightly different.

As a simple model for estimating the energy variation of the photocurrent, we consider a
semi-infinite jellium with the surface in thexy-plane and an atom embedded at a distancezc
from the surface. By symmetry, the fluctuation potentials then have the form

V ν(r) = eiQν ·RV ν(z)

whereR = (x, y) andQν is the momentum parallel to the surface. We take the dipole matrix
element as varying slowly withk, and can then omit it since we are interested in relative
intensities. Doing the algebra, we have

|τν(k)| = e−zc Im k̃−n̄/2hν (62)

where

hν =
∣∣∣∣∫ f (z)V ν(z) dz

∣∣∣∣ f (z) = δ(z− zc)
ω − εk +

i

κ
ei(k̃−κ)(z−zc)θ(zc − z) (63)
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where

k̃ =
√
k2 + 2(φ + i0(εk)) κ =

√
2(ω + φ + i0(ω))− |Qν +K|2.

The photoelectron wavevector isk = (K, k) andφ > 0 is the workfunction, whilen is defined
in equation (44). The first term inf in equation (63) comes from the intrinsic process, and
the second from extrinsic scattering. The potentialV ν(z) is essentially a surface-modified
plane wave for the extended fluctuation potentials, i.e. those from bulk plasmons and particle–
hole pairs. For the surface plasmons, when they are regarded as stable, the functionV ν(z) is
localized at the surface. The expression for the one-boson contribution to the photocurrent is

Jk(ω) = e−2zc Im k̃−n̄γ (ω − εk) γ (ω) =
∑
ν

h2
νδ(ω − ων). (64)

SinceJk(ω) is quadratic inV ν , the photocurrent, to lowest order, can be written in terms of
ImW (cf. equation (14)):

Jk(ω) = −1

π
e−2zc Im k̃−n̄∑

Q

∫
f (z)f (z′)∗ ImW(Q, z, z′;ω − εk) dz dz′. (65)

We can write an exponential expression which in lowest order reproduces the photo-
current from equation (64), and picks up all terms with zero and one extrinsic contribution in
the expansion of equation (60):

Jk(ω) = 1

2π

∫ ∞
−∞

ei(ω−εk)t exp

[ ∫
γ (ω)(e−iωt − 1) dω

]
dt. (66)

Expanding the exponential, we have

Jk(ω) = exp

(
−
∫
γ (ω) dω

)
[δ(ω − εk) + γ (ω − εk)]. (67)

Equation (67) agrees with equation (64), provided that∫
γ (ω) dω = 2zc Im k̃ + n̄.

This relation was checked analytically in the high-energy limit, and also numerically. The
expansion of the exponent in equation (66) converges nicely if the boson energies have a
minimum value—sayω0. The first-order (one-boson) contribution then starts atω0 below
the QP, the second order at 2ω0 below, etc. Equation (64) is however divergent for electron–
hole contributions, while equation (66) is well defined and correctly gives the pure intrinsic
spectrum in equation (46) (except for the iωt term; cf. reference [77]). The intrinsic part (the
first term inf ) clearly dominates over the extrinsic part (the second term inf ) at threshold
(εk → ω).

The quantum mechanical (QM) result in equation (66) can be compared to the Berglund–
Spicer (BS) result, and to the semi-classical (SC) one. In the SC case we calculate the prob-
abilities of excitation in the valence-electron system from a classical charge moving with
velocity v, the time-dependent perturbing potential (for an electron moving perpendicular to
the surface) being [14]

V ν(t) =
∫
V ν(r)ρ(r, t) dr ρ(r, t) = [δ(z + vt − zc)− δ(z− zc)]δ(R)θ(t). (68)

In all three cases the photocurrent takes the same form as in equation (66), but with different
γ -functions. We have

γQM(ω) =
∑
ν

h2
νδ(ω − ων)

hν =
∣∣∣∣V ν(zc)ων

+
i

κ

∫ zc

−∞
exp[i(k̃ − κ)(z− zc]V ν(z) dz

∣∣∣∣ (69)
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γ BS(ω) = α(ω)

ω
+ zcτ (ε, ω)

α(ω) =
∑
ν

V 2
ν

ων
δ(ω − ων)

(70)

γ SC(ω) =
∑
ν

h̃2
νδ(ω − ων)

h̃ν =
∣∣∣∣V ν(zc)ων

+
i

v

∫ zc

−∞
exp

[−iων(z− zc)
v

]
V ν(z) dz

∣∣∣∣. (71)

In equation (70)τ(ε, ω) is the differential inverse mean free path (see e.g. reference [78]),
whereε is the electron energy (kept constant) andω the energy loss. The results from the three
approximations for the first plasmon satellite are given in figure 8. We see that the QM and SC
results approach each other fairly quickly, and above say 3–4 au the difference is insignificant,
while at low energies like 2 au there are substantial differences. The BS result, on the other
hand, is grossly off up to very high energies of the order of keV. We note the two peaks in the
BS curves at lower energies. They arise from the intrinsic losses, which start at the threshold
energyωp, and the extrinsic losses, which start at a slightly higher energy determined by
momentum/energy selection rules. It should also be noted that how the fluctuation potential is
approximated makes a large impact. In figure 9 we compare results obtained using a fluctuation
potential that goes smoothly to zero at the surface [8] and one that is a plane wave combined
with a step function [79].

In figure 10 we show results for the first bulk plasmon satellite with and without the
interference term in the transition amplitude [8]. Thus if we writeτν = τ intrν + τ extrν , figure 10
shows results for|τ intrν + τ extrν |2 and|τ intrν |2 + |τ extrν |2. To understand the trends, we use the
Inglesfield fluctuation potential [80]:

V ν(r) = AνeiQν ·R[cos(qνz + φν)− cosφνe
−Qνz]θ(z) Aν =

√
4πω2

p

(Q2
ν + q2

ν )ων
(72)

and write equations (60) and (61) more explicitly:

τν(k) = 〈k|V
ν |k + q〉

εk + ων − εk+q
〈k + q|1|c〉 − V

ν
cc

ων
〈k|1|c〉

where for simplicity we have omitted the tilde symbols on the momenta, and skipped the
self-energy inG. At threshold for the satellite, theq = 0 plasmons are involved. We then have

τν(k) = [〈k|V ν |k〉 − V νcc]
〈k|1|c〉
ων

.

For a pure bulk potential,V ν(r) = 2−1/2Aν exp(iq · r), which makes [〈k|V ν |k〉 − V νcc] = 0,
i.e. there is perfect destructive interference between the intrinsic and extrinsic terms. Whenων
andqν increase, the recoil makes the difference between intrinsic and extrinsic terms larger, and
this goes faster for larger values ofk. Also the cancellation is more effective the further away
from the surfacezc is. These two trends are more or less visible in the figures. The cancellation
effects are easy to understand from the semi-classical approximation. Whenv approaches
zero the two delta functions in equation (68) cancel, or, as expressed by Gadzuk [81], the
long-wavelength plasmons are excited by the average potential from the core hole plus the
photoelectron, which is zero. An estimate of the range of strong cancellations, based on the
phase velocity, has been given by Inglesfield [80].

In figure 11 we show the integrated satellite intensities relative to that in the main peak
for the QM and SC cases. The curves rapidly approach each other with increasing energy,
and are already close at say 5 au, while they approach the BS value (indicated by the dashed
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ω = 2 ω = 5 ω = 10

ω = 90ω = 40ω = 20

Figure 8. Bulk plasmon satellite spectra for various photon energiesω, and integrated over the
position of the core hole. The convolution result proposed by Berglund and Spicer [74] (BS) is
indicated by a solid line, the quantum mechanical theory (QM) presented here by a dotted line, and
the semi-classical (SC) result, obtained from putting the photoelectron on a trajectory, by a dashed
line. The inset forω = 10 compares results obtained with two different fluctuation potentials, one
given by Inglesfield (solid curve) and the other by Bechstedtet al (dotted curve). The photoelectron
energies are with respect to the quasi-particle position. From reference [14].

line) quite slowly, following the(εk)−1/2 dependence derived by Chang and Langreth [83]. At
lower energies, the QM curve has a pronounced maximum. This is due to the damping of the
QP electrons being stronger than that of the electrons in the satellite, when the QP electron
has an energy on the sharply rising part of the0(ω) curve,0(ω) being the QP width. The
sharp rise comes from the onset of plasmon damping. This effect does not arise in the SC
approximation, where the damping has to be put in by hand, and is the same for the elastic
peak and the satellites.

Results which were obtained including particle–hole pairs are shown in figures 12 and
13. In figure 12 the energy is 5 au, and the core distance 20 au. Only the surface plasmon
contribution is included. The different contributions to the total spectrum—the intrinsic, the
extrinsic, and the interference parts—are shown separately. We see that out to say 2 eV the
intrinsic part dominates. At the surface plasmon peak the extrinsic and interference parts
are large and cancel strongly. We also see that interference effects are important only in a
narrow region at the peak of the surface plasmon, and in particular they are very small in
the quasi-particle tail. Since the intrinsic contribution dominates at threshold, we can obtain
an energy-independent singularity indexα by fitting our numerical results to a power law,
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Figure 9. Bulk plasmon satellite spectra forω = 8, averaged over the position of the core level.
The solid line shows the average as obtained with the theory here, the dashed line is from averaging
with an exponential corresponding to the mean free path, and the crosses are from using the same
exponential averaging but with a fluctuation potential as a plane wave combined with a step function
at the surface. From reference [8].

∝ω−(1−α), in a narrow region at threshold.
Results for different core distances from the surface are shown in figure 13. We see that

we have to go to a distance of about 6 au before the bulk asymptotic limit is reached. The
behaviour ofα for very smallz is unrealistic. We can however conclude thatα is enhanced
close to the surface.

5.4. Strongly correlated systems

In a recent work core-electron photoemission in a localized strongly correlated model system
was studied [82]. In this case the sudden limit is reached on an energy scale of 1/(2R̃2), whereR̃
is the length scale of the interaction potential. For the systems that we have in mind—transition
metal and rare-earth compounds, chemisorption systems, and high-Tc compounds—this energy
is only about 10 eV. The model system has three electron levels: one core level and two outer
levels. In the initial state the core level and one outer level are filled (a spinless two-electron
problem). When the core hole is created, the more localized outer level (d) is pulled below the
less localized level (L). The spectrum has a leading peak corresponding to a charge transfer
between L and d (‘shake-down’), and a satellite corresponding to no charge transfer. The
model has a Coulomb interaction between these levels and the photoelectron states.

We will discuss here extended quasi-boson-type excitations (related to the dielectric
response function) when the localized system is embedded in a solid. The photoelectron
can then create such excitations on its way out. Also the rearrangement of the localized system
can give rise to such excitations. We are interested in energies above say 10 eV, when the
localized system has reached its sudden limit. To specify the photocurrent amplitude we need
an additional indexi for the final state of the localized system, and equation (60) is replaced
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Figure 10. The bulk plasmon satellite for different photon energiesEz, and different distanceszc
of the core hole from the surface. Solid lines: full calculation; dashed lines: backward propagation
neglected; crosses: interference terms neglected. From reference [8].

by

τis(k) = 〈k̃|Tis1|c〉 Tis = 〈i, s|1 +V
1

E −H + iη
|90〉. (73)

The energyE is

E = ω +E0 = Ei +6νωνnν(s) + εk

whereEi is one of the final-state energies for the localized system (i = 1, 2). The initial and
final states are of product form:

|90〉 = |ψ0〉|ψ0
QB,0〉 |i, s〉 = |ψi〉|ψi

QB,s〉.
Here|ψ0〉 is the ground state of the localized system, and|ψ0

QB,0〉 the no-core-hole ground state
of the quasi-boson system, while|ψi〉 is theith final state (with a core hole) of the localized
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Figure 11. The total intensity of the bulk (upper two curves) and surface (lower two curves)
plasmon satellites relative to the elastic peak intensity, as a function of the photon energy (= the
energy of the elastic peak). From reference [14].

Figure 12. RPA results for particle–hole pairs plus surface plasmons for a photon energy of 5, and
a core-hole distance from the surface of 20. Solid line: total spectrum; dots: intrinsic spectrum;
dashed line: extrinsic spectrum; dot–dashed line: interference. From reference [14].

system, and|ψi
QB,s〉 is thesth state of the quasi-boson system, when the localized system is in

statei. The potentialV isV = V1 +V2, whereV1 describes the coupling of the photoelectron
to the localized system, andV2 that to the extended system. The HamiltonianH is

H = H0 + T + V H0 = Hloc +HQB

whereHloc describes the localized two-level system discussed in [82], andHQB is the Hamil-
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Zc

Figure 13. The singularity indexα as a function of the core-hole distance from the surfacezc. The
dashed line gives the bulk limit ofα. From reference [14].

tonian for the quasi-boson system:

Hloc = εana + εbnb + εcnc +Uancna +Ubncnb + t (c†
acb + c†

bca)

where

HQB =
∑
ν

ωνa
†
νaν +

∑
ν

(naV
ν
aa + nbV

ν
bb + ncV

ν
cc)(aν + a†

ν )

V1 =
∑
kk′
(naV

a
kk′ + nbV

b
kk′ − V ckk′)c†

kck′

V2 =
∑
νkk′

V νkk′(aν + a†
ν )c

†
kck′ .

HereV νaa etc are theaa etc matrix elements of the fluctuation potentialV ν(r) associated with
the quasi-bosonν [14], while V a(r) etc are the (weakly screened) Coulomb potentials from
the charge of orbitala etc [82]. InHQB , na andnb are true operators, unlikenc which can be
treated as a scalar. This makes our problem more difficult than the case treated in reference [14],
where onlync appears. To avoid this difficulty, we neglect the quantum fluctuations by taking
appropriate expectation values ofna andnb. This means that we have three differentH

QB
i

corresponding to the ground state and the two excited states of the localized system. We define

H
QB
i = 〈ψi |HQB |ψi〉 =

∑
ν

ωνa
†
νaν +

∑
ν

V νi (aν + a†
ν ) (74)

where

V ν0 = 〈ψ0|naV νaa + nbV
ν
bb + V νcc|ψ0〉 V νi = 〈ψi |naV νaa + nbV

ν
bb|ψi〉 i = 1, 2.

|ψi
QB,s〉 is eigenstates of the HamiltonianHQB

i . If we diagonalize the three differentHQB
i ,

we have three different bosons,aiν :

aiν = aν +
V νi

ων
H
QB
i =

∑
ν

[
ωνa

†
iνaiν −

(V νi )
2

ων

]
|ψi

QB,s〉 = e−Si |ψ0
QB,s〉
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where the|ψi
QB,s〉 are eigenfunctions ofHQB

i , andS0 = 0. Without this approximation the
final states|i, s〉 are no longer a product|ψi〉|ψi

QB,s〉.
We can use the well-known scattering theory identity[

1 +
1

E −H0 − T − V1− V2 − iη
(V1 + V2)

]
= t1t2

where

t1 =
[
1 +

1

E −H0 − T − V1− V2 − iη
V1

]
t2 =

[
1 +

1

E −H0 − T − V2 − iη
V2

]
.

to obtain

Tis = 〈i, s|t†2 t†1 |90〉.
PuttingV1 = 0 in t†1 (since the localized system has reached its sudden limit) gives

Tis = 〈ψi
QB,s |1 +V2

1

E − Ei −HQB
i − T − V2 + iη

|ψ0
QB,0〉〈ψi |ψ0〉 (75)

and

τis(k) = 〈k̃|〈ψi
QB,s |

[
1 +V2

1

E − Ei −HQB
i − T − V2 + iη

]
eSi |ψi

QB,0〉1|c〉〈ψi |ψ0〉. (76)

The calculation ofτis(k) is now very similar to the problem discussed in [14]. For charge-
transfer systems however, we have much more complicated fluctuation potentials to evaluate,
but this is not a question of principle but of computational work. We can expect the intrinsic
(shake-up) contribution from states of L character to be much larger than that from those of
d character, where the d-electron and core-hole potentials largely cancel. The interference
between intrinsic and extrinsic contributions is however strong only when we have a strong
contribution from excitations with smallq (e.g. plasmons). For the type of system that we
have in mind, the sharp plasmons which can appear have a very small strength, and thus we
expect small interference effects, but not small extrinsic effects.

Since the surface-modified function ImW(Q, z, z′;ω) in equation (65) is difficult to
calculate, we want to relate it to its bulk counterpart. One, perhaps oversimplified, possibility
is to write

ImWbulk(Q, z, z′;ω) = 1

2π

∫
eiq(z−z′) ImWbulk(Q, q;ω) dq

and then make the replacement (cf. equation (72))

eiq(z−z′)→ F
q
(z)F

q
(z′)

where

F
q
(z) =

√
2[cos(qz + φq)− cosφqe

−Qz]

to obtain our desired ImW as

ImW(Q, z, z′;ω) = 1

2π

∫
F
q
(z)F

q
(z′) ImWbulk(Q, q;ω) dq.

It should be possible to combine data from optical absorption, energy loss, etc, and from
RPA calculations to approximate ImWbulk(q;ω). Our theory would then allow quantitative
evaluations for strongly correlated systems also.
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6. Concluding remarks

The effects of electron correlation on spectroscopies like photoemission, electron scattering,
and x-ray absorption are today treated in a rather incomplete way. We have discussed photo-
emission as a typical case in need of improvements. We have only studied zero temperature
and not included any phonon effects. It should however be clear from our presentation that
the approach can be adapted to all electron spectroscopies, to non-zero temperatures, and to
include phonons. Our approximations are in the same spirit as the GWA. So far only very
simple models have been studied, but it is ana priori approach allowing the one-electron
aspects to be fully included.

We discuss a polaronic model Hamiltonian in detail, showing how its parameters can be
calculated and how it gives the GWA in second-order perturbation theory. We show how to
go beyond the GWA by summing a subset of diagrams for this Hamiltonian (this can also
be regarded as the lowest-order cumulant approximation) to obtain an exponential expression
which predicts the correct general behaviour for the intrinsic approximation of the core-electron
photoemission spectrum. A model with fermions and bosons, where the bosons are built from
fermions, clearly leads to double counting. This is a well-known situation from the Bohm–
Pines electron gas theory [46], which in some respects is similar to ours. They also had the
picture of electrons interacting with bosons (plasmons), and argued that the plasmon degrees of
freedom were few, and thus that the subsidiary conditions which balanced the double-counting
effects could be neglected.

The full expression for photoemission is analysed in the high-energy limit, and we show
that again the same polaronic Hamiltonian can be used also to describe the extrinsic losses.
These general results are applied to core-electron photoemission, leading to very simple
expressions where the intrinsic amplitudes (those accounted for in the one-electron Green’s
function) and the extrinsic amplitudes add. Strong interference effects occur when there is
a strong coupling toq = 0 bosons. This is typical for metals where the plasmons are the
dominating bosons, and the approach to the sudden limit is then very slow, being of the order
of keV. For systems where localized excitations are important there are no long-wavelength
bosons, and the cancellation effects are much weaker [82].

We would also like to comment on the difference between the correlation problems for
sp and df solids, and on the possibilities of using polaron models also for the latter. Clearly
the GWA describing long-range charge fluctuations, and a Hubbard model focusing on local
on-site correlations, which drive strong spin correlations, are two extremes. The GWA has
the advantage that it describes the charge fluctuations in detail, and we all know what strong
effects even tiny charge movements have. In the Hubbard model the HubbardU describes the
important on-site Coulomb forces, butU itself is not known.U deviates by a factor of two
or more from its free-atom value, a deviation caused by charge rearrangements or screening
in the solid. This reduction of the atomicU is usually estimated by constrained-configuration
LDA band calculations. An additional problem with the Hubbard model is thatU is taken
as a constant, while intuitively we expect the effectiveU to vary with the state that we are
describing, particularly if different states involve different charge distributions. In sp solids,
correlation effects are not immediately striking, while for the df solids, they are glaringly
present. This does not mean that they are small for sp solids; it just means that simple models
can work well.

In recent work, strongly correlated systems were successfully treated in the dynamic
mean-field theory with the following expression for the self-energy [11–13]:

6SF
Qσ (iων) =

U
2

β

∑
µσ

χQσσ(iωµ)GQσ (iων − iωµ) +
U

2

β

∑
µσ

χQσσ(iωµ)GQσ (iων − iωµ).
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HereGQσ (iωn) is the local dynamical Weiss effective field, andboth the longitudinal and
transverse magnetic susceptibilities enter. Without going into details, which would lead us
away from the main theme of this article, we note that the self-energy has aGW structure, and
can hence be derived from a polaron Hamiltonian, but now for electrons coupled to spin rather
than charge fluctuations. Such self-energies were discussed in the early paramagnon work,
e.g. by Doniach and Engelsberg [84], and by Berk and Schrieffer [85]. Explicit formulations
in terms of electron–magnon Hamiltonians are found in the works by Davis and Liu [86],
and by Kleinman [87]. More recently, the Schrieffer spin-bag approach has been considered;
this is the same structure [88, 89]. The simplicity of the electron–magnon Hamiltonians in
the literature depends on severe approximations, e.g. using the Hubbard Hamiltonian, and a
generalization to a general case including bandstructure and coupling to charge fluctuations is
far from trivial. Still, a lot more of the basic physics may be found from the electron–magnon
model (involving both spin susceptibility functions) by anyone daring enough to look for it.
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